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1. Introduction

OCR is technology that enable users to convert different documents such as scanned paper
documents, PDF file or images into soft copies that can be edited, searched, reproduced and
transported with ease. Earlier, the approach to character recognition was limited to desktop scanners.
With the advent of technology and portable computing devices such as mobile phone, PDA, iPhone
etc. new trends of research have emerged, where Mobile phones are the most commonly used
electronic device, eliminating the need for bulky devices like scanners, desktops and laptops [1-2].

Though mobile OCR packages are available in market with very high degree of accuracy in
recognizing printed text in European and other scripts, but for Indian scripts only few applications
are available with fair accuracy. Here, mobile based OCR systems are developed for recognition of
Gurmukhi Script using two different approaches: Tesseract and Vision API. Gurmukhi is a script
used to write the Punjabi Language, which is the world’s 14th most widely spoken language [3]. We
tested both OCR systems on about 25 Punjabi text document images consisting of 2143 words and
10668 characters. Systems enable users to convert different Punjabi document images captured from
newspapers, reports, books, journals, magazines, government files or letters into machine editable
soft copies. The documents were pages captured in multiple sizes and fonts.

No standard data set is available for Punjabi Document images captured using portable camera. For
this work image data set is collected from Punjabi newspapers, magazines, books and journals.
Images with different challenges such as uneven illumination and shadows, poor quality, touching
characters, blur images, variations in size and font, single and multiple columns are considered for
assessing the accuracy of both the Systems. Applications are tested on font sizes in the range 10-24
point size. The system on which both the OCR projects are installed, and running is Redmi Y2 and
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operating system is Android 8.1 Oreo. For developing applications for portable devices, we worked
with android OS as it is most widely adopted OS in the recent years [4-8].

Text Extraction and Recognition using Google Cloud Vision API

Cloud Vision API allows developers to integrate various vision detection features including image
labeling, optical character recognition (OCR), face and landmark detection and tagging of explicit
content to their applications. Many researchers [9-14] used Vision API for different purposes. To
detect text in images ML kit is used. ML Kit is Google’s machine learning mobile SDK that brings
Google's machine learning expertise to Android and iOS apps. It provides native Android and iOS
SDKs for using Cloud Vision services, as well as on-device ML Vision APIs using custom ML
models.

We have worked with both On-Device interface and Cloud Vision API for text recognition. Ideally,
Cloud Vision API's text recognition feature can detect a wide variety of languages and can detect
multiple languages within a single image. Text recognition results for Gurmukhi Script using cloud-
based vision API are shown in Figure 1.
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Figure 1: Results Gurmukhi Mobile OCR using ML Kit (cloud-based)

ML Kit's on-device text recognition APIs can recognize text in any Latin-based language but failed
to recognize Gurmukhi text. Whereas, cloud-based API has high-accuracy in text recognition. Figure
1 Figure 1: Results Gurmukhi Mobile OCR using ML Kit (cloud-based)shows result for Gurmukhi
with good accuracy. System is recognizing sparse text in images and densely spaced text in pictures
of documents. It is able to recognize and identify a broad range of languages and special characters.

Text Extraction and Recognition using Tesseract and Leptonica

Tesseract an open-source library is written in C++ [15]. It cannot be directly used into android
application and requires building and link it to an Android app using NDK (Native Development
Kit). An Android OCR application for Punjabi language is developed by integrating Tesseract.
Further, tesseract is powered by an Image processing library named Leptonica. Tesseract together
with leptonica is broadly useful for image processing and image analysis applications [16-18].
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Figure 2: Results Gurmukhi Mobile OCR using Tesseract

The Image to text recognition consists of first developing an android app in android studio for loading
and cropping of image. The GUI provides two options for user -first is to load an image and second
is cropping of image. Tesseract text processing by minimizing cropping window is shown in Figure
2, the text extracted and recognized can be copied and edited as per the requirement.

Comparative Performance Analysis of Cloud Vision API with Tesseract

To compute and compare accuracy, we have tested both the systems for 25 Punjabi document images.
Character and word level results along with runtime are shown in Table 1. Cloud vision API takes
less time to recognize text from image compared to tesseract. In both cases, poor image focus hurt
the text recognition accuracy. Therefore, to reduce latency, images where the text occupies much of
the images should be captured in smaller portions.

Table 1: OCR Results using Cloud Vision and Tesseract

Image Word Character Recognized Recognized
Number Count Count Words/Characters / Words/Characters/
Runtime (Seconds) Using Runtime (Seconds)
Vision API Using Tesseract
1 69 366 68/365/4 62/359/25
2 50 252 50/252/5 44/247/20
3 102 513 102/513/4 84/479/45
4 33 139 33/138/3 18/81/8
5 85 348 85/348/6 74/337/22
6 107 528 107/528/5 83/488/18
7 26 137 26/137/3 22/133/10
8 24 104 24/104/2 24/104/6
9 121 610 121/610/6 86/462/32
10 47 217 47/217/3 47/217/10
11 51 262 51/262/4 40/231/21
12 77 434 76/433/5 55/390/40
13 42 232 42/232/3 40/230/20
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14 92 524 91/523/5 72/494/25
15 85 376 85/376/8 68/331/34
16 134 707 131/704/5 90/574/90
17 163 762 160/758/4 136/731/85
18 65 356 64/355/4 41/273/22
19 123 589 120/586/5 103/531/50
20 138 662 138/662/4 138/662/25
21 99 430 99/430/5 81/375/79
22 153 810 153/810/5 141/797/90
23 91 508 91/508/6 67/410/60
24 107 497 106/496/5 88/437/69
25 59 305 59/305/4 54/300/32
Total 2143 10668 2129/10652/113 1758/9673/ 938

Recognition results for both the Cloud vision and Tesseract based OCR for few images are given in
Table 2. The incorrect recognitions in both the cases are highlighted.

Table 2: OCR Results of Cloud Vision API and Tesseract for few sample images [Image Number 1, 3, 4, 8, 11, 15, 19,

21].

Punjabi Document Image

Result of Cloud Vision based System

Result of Tesseract based System
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Punjabi Document Image Result of Cloud Vision based System Result of Tesseract based System
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Punjabi Document Image Result of Cloud Vision based System

Result of Tesseract based System
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2. Result and Discussions

In both cases, smaller images are processed faster. In case of poor or unacceptable results, recapturing
the image with clear focus works. For ML Kit to accurately recognize text, input images must contain
text that is represented by sufficient pixel data. Table 3 shows the word and character level accuracy

for both the systems.
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Table 3: Result Comparison of Mobile based Google Vision APl and Tesseract System for Gurmukhi

Language
. . Test Word  Character  Recognized  Recognized Average Average Average
Technique images time taken word level character level
Count Count words Characters
Count per word Accuracy Accuracy
OCR using
Cloud 25 2143 10668 2129 10652 52.7ms 99.34% 99.81%
Vision
Mobile OCR
using 25 2143 10668 1758 9773 437.7ms 82.03% 90.673%
Tesseract

System based on Cloud Vision API work online whereas tesseract OCR work offline as language
data is copied to device itself. Recognition accuracy of Cloud Vision API is better than tesseract but
is paid; per month first 1000 uses free, while tesseract is completely free and an open-source project
[19].

In conclusion, LSTM based Tesseract OCR is an offline tool, which offer control over its
configuration and provides some options it can be run with. Google Vision, on the opposite hand,
does not provide as much control as Tesseract. However, its defaults are very efficient in general.
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